
the experimental results. Even more surprising-
ly, when the measured �xy versus T curves
shown in Fig. 1C are converted into the �xy

versus M curves shown in Fig. 1D, they now all
follow the same trend and match with our cal-
culations. The curves are measured for different
samples (with different saturation moments),
but all follow the same rule qualitatively and
could be simply explained by the reduction of
M (22) (Fig. 1A). However, the comparison
between the experiments and the calculations
should be semi-quantitative, because the results
are sensitive to the lattice structures. The calcu-
lated �xy for the fictitious cubic structure shows
a strong deviation from that obtained for orthor-
hombic structure, and it changes the sign to be
positive at low temperature (at large M). There-
fore, more accurate information on the structure
is needed to obtain the quantitative result. How-
ever, such a sensitivity does not affect our main
results, i.e., the nonmonotonous behavior of
�xy. Even the calculations for cubic structure
show such behavior and may be used as a guide
of possible deviation.

The results and analysis presented here
should stimulate and urge the reconsideration of
the electronic states in magnetic materials from
a very fundamental viewpoint. For example, the
MM is accompanied by the singularity of the
vector potential, i.e., the Dirac string (1). As
shown by Wu and Yang (23) this means that
more than two overlapping regions have to be
introduced, in each of which the gauge of the

wave function is defined smoothly. This means
that one cannot define the phase of the Bloch
wave functions in a single-gauge choice when
the MM is present in the crystal momentum
space. This leads to some nontrivial conse-
quences, such as the vortex in the supercon-
ducting order parameter as a function of k (24),
and many others are left for future studies.
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Coherent Soft X-ray Generation
in the Water Window with
Quasi–Phase Matching

Emily A. Gibson,1 Ariel Paul,1 Nick Wagner,1 Ra’anan Tobey,1
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We demonstrate enhanced generation of coherent light in the “water window”
region of the soft x-ray spectrum at 4.4 nanometers, using quasi–phase-matched
frequency conversion of ultrafast laser pulses. By periodically modulating the
diameter of a gas-filled hollow waveguide, the phase mismatch normally present
between the laser light and the generated soft x-ray light can be partially com-
pensated. This makes it possible to use neon gas as the nonlinear medium to
coherently convert light up to the water window, illustrating that techniques of
nonlinear optics can be applied effectively in the soft x-ray region of the spectrum.
These results advance the prospects for compact coherent soft x-ray sources for
applications in biomicroscopy and in chemical spectroscopy.

Coherent extreme ultraviolet (EUV) and
soft x-ray light sources are of interest for
applications in lithography, high-resolution

imaging, site- and element-specific spec-
troscopy (1), and bio-microscopy (2–4 ).
High harmonic generation (HHG) is a use-
ful method for producing coherent, ultra-
fast, light in this region of the spectrum and
can be implemented in a compact setup
(5–11). In HHG, an intense ultrashort-pulse
laser is focused into a gas or solid, gener-
ating high harmonics that emerge as a co-
herent, low-divergence beam (12). Howev-
er, the conversion efficiency of the laser
light to shorter wavelengths is limited by
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Fig. 4. The calculated (A) density of states (DOS)
and (B) �xy as functions of Fermi-level position
for the orthorhombic structure of single-crystal
SrRuO3. The Fermi level is shifted rigidly relative
to the converged solution, which is specified as
the zero point here. The sharp and spiky structure
of �xy demonstrates the singular behavior of
MMs. f.u., the formula unit SrRuO3.
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difficulties in phase matching the frequen-
cy conversion process. The generation of
higher order harmonics is accompanied by
ionization of the gas medium. The resulting
free-electron plasma causes a phase mis-
match, allowing the laser light to “outrun”
the generated light. Because the highest
harmonics are generated at very high laser
intensities after much of the gas has ion-
ized, this phase mismatch limits the useful
flux at the highest photon energies in the
soft x-ray region of the spectrum. Over-
coming this ionization-induced phase mis-
match has thus been a critical challenge to
the further development of coherent EUV
and soft x-ray sources.

The conversion efficiency of laser light to
high harmonics can be improved by focusing
the fundamental laser light into a gas-filled
hollow waveguide (13). Phase matching of
the HHG conversion process can then be
achieved by adjusting the gas pressure to
balance the contributions to the phase veloc-
ity from the plasma and waveguide with that
from the neutral gas. Because these contribu-
tions are of opposite sign, phase matching is
possible at some pressure. The harmonic
signal is then limited only by absorption.
However, this method of phase matching can
compensate only for relatively low levels of
ionization (typically 0.5%, 1%, and 5% in
He, Ne, and Ar) and has been demonstrated at
photon energies �80 eV. At higher photon
energies and ionization levels, the plasma
contribution becomes much greater than the
neutral gas contribution, making phase
matching impossible. In the absence of phase
matching, the harmonic emission builds up
periodically over a coherence length and then
interferes with out-of-phase light generated in
the next section of the nonlinear medium.

By modulating the diameter of hollow-
core waveguides with a periodicity of 0.5 to 1
mm, we previously demonstrated quasi–
phase matching (QPM) of high harmonic
generation, enhancing the conversion effi-
ciency of harmonic photon energies up to 180
eV (14, 15). The waveguide modulations cre-
ate a periodic change in the intensity of the
driving laser. Because both the spectrum and
the phase of the generated EUV light depend
very sensitively on the driving laser intensity,
the waveguide modulations lead to phase and
amplitude modulation of the EUV light,
avoiding the otherwise inevitable destructive
interference that limits the conversion effi-
ciency. The phase-matched photon energies
observed (
180 eV) were consistent with
phase-matching HHG at ionization levels up
to 
3% in He gas (2% and 8% in Ne and Ar).
These ionization levels are still relatively
low, however, and limit the highest photon
energy at which QPM could be applied to 180
eV in He. Helium has the highest ionization
potential of the noble gases and is therefore

most difficult to ionize, allowing for the gen-
eration of higher harmonics at a relatively
low ionization level. However, it also has the
lowest effective nonlinear susceptibility and
therefore emits relatively weak harmonics.

We present results that represent several
advances in coherent soft x-ray technology.
First, we demonstrate a phase-matching pro-
cess that can operate in a fully ionized gas,
allowing higher soft x-ray photon energies to
be generated more efficiently. Second, we
demonstrate that nonlinear optical phase-
matching technologies can be applied to the
generation of light in the scientifically and
technologically important region of the spec-
trum around the carbon K absorption edge at
284 eV (4.4 nm). This energy range is im-
portant for biological and materials imaging,
because water is transparent to soft x-ray
radiation above 284 eV, whereas C atoms
absorb this light. Third, we report water win-
dow coherent light generation with Ne gas as
the nonlinear medium. Previous work had
succeeded in generating only very small flux-
es of light in the water window with He gas
(16, 17). The effective nonlinear susceptibil-
ity in HHG depends on the recollision cross
section of an ionized electron with its parent
ion; this cross section is smaller for He ions
than for Ne. Fourth, this work shows that the
light intensities required to reach the water
window with HHG (�1015 W cm�2) can be
reliably used in conjunction with a guided-
wave geometry, which both permits quasi–
phase matching and guides the high-intensity
driving laser over many Rayleigh lengths.
Finally, this work was done with an experi-
mental setup that is simple and practical for
applications, consisting of a small-scale (
2
m2), high-repetition-rate laser system, to-
gether with a tabletop soft x-ray generation
setup taking up 
0.2 m2 of space.

In our experiment, we focused light
from a 1 kHz Ti:sapphire laser system (18)
producing 22-fs pulses, with a pulse energy
of 1 to 3 mJ, into either a straight or
modulated 150-�m inner diameter, 2.5-cm
long, hollow-core waveguide filled with Ar
or Ne gas. The modulations of the

waveguide inner diameter are approximate-
ly sinusoidal, with a depth of 
10% and a
period of 0.25 mm (Fig. 1). Care was taken
to eliminate stray laser light and to accu-
rately calibrate the EUV spectrometer (19).

Harmonic spectra were obtained for 9 torr
of Ne gas in modulated and straight
waveguides, at a laser intensity of 1.6 
 1015

W cm�2 (Fig. 2A). At these intensities, a
simple calculation of the expected cutoff har-
monic energy (Ec) predicted by the rescatter-
ing model (20, 21)—Ec � Ip � 3.17Up,
where Up�Ip�

2 is the ponderomotive poten-
tial, Ip is the ionization potential of Ne, and �
is the fundamental wavelength—yields an ex-
pected cutoff of 330 eV. However, the ob-
servable harmonic emission from the straight
waveguide (Fig. 2A, black curve) only ex-
tends to at most 225 eV. In contrast, the
harmonic emission from the 0.25-mm-period
modulated waveguide (red curve) is brighter
and extends to significantly higher energies,
and the C edge at 284 eV is clearly visible.

The data of Fig. 2A illustrate that the
highest observed harmonic orders are not
limited by the Ip � 3.17Up relation, but by
ionization-induced phase mismatch. The
modulated waveguide compensates for this
phase mismatch, making it possible to ob-
serve higher harmonics. By the peak of the
laser pulse, calculations using the theory of
Ammosov, Delone, and Krainov (ADK) (22,

Fig. 1. Optical microscope image of a mod-
ulated hollow-core waveguide with a period
of 0.25 mm and an inner diameter of 150
�m. The modulations were produced with
glassblowing techniques in which a straight
150-�m inner diameter hollow-core fiber
was pressurized and heated.

Fig. 2. (A) Harmonic emission from 9 torr of Ne
in a straight (black) and a 0.25-mm-period
modulated (red) waveguide, through Ag and C
filters, at a laser intensity of 1.6 
 1015 W
cm�2, from harmonic order 73 (112 eV) to 183
(284 eV). The Ag filter is used to reject the laser
light. The emission from the modulated
waveguide extends to higher energies and is
brighter than that from the straight guide. (B)
Harmonic emission from 9 torr of Ne, taken
under the same conditions as (A), with filters
inserted for accurate energy calibration. Red
curve, right axis: Ag and C filters, showing the C
edge at 284 eV. Black curve, left axis: Ag and B
filters to show the B edge at 188 eV.
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23) and quantum calculations (24–26) indi-
cate that Ne should be 
70 to 90% ionized,
which is well above the level of ionization at
which it has been possible in the past to
demonstrate enhancement due to phase
matching. The visibility of the harmonic
peaks is limited by the finite resolution of the
spectrometer, convolved with the width of
the harmonics themselves, which is influ-
enced by both intrinsic (27) and ionization-
induced phase shifts at these high intensities
and ionization levels (28). With He gas, the
signal levels were about one-tenth as high,
and we were not able to observe light at the C
edge from He because of lower signal-to-
noise ratios. Although past work observed
HHG from He in the water window, this
process was not phase matched and therefore
produced significantly lower signal levels
and thus required higher laser energies or
higher sensitivity detection (16, 17).

Harmonic emission is shown (Fig. 3) for
Ar in 2.5-cm-long straight and modulated
waveguides, at a lower peak intensity of 9 

1014 W cm�2. At this intensity, Ar is fully
ionized by the peak of the pulse, and substan-
tial double ionization is present. Even at these
very high ionization levels, the modulated
waveguide increases the HHG flux over the
entire energy range, by up to a factor of 3 at
the highest enhancements. We observed
HHG up to photon energies of 
175 eV in
both straight and modulated waveguides, cor-
responding to the expected harmonic cutoff
for the laser intensity used. Previously, the
highest harmonic observed with Ar was 100
eV with an 800 nm driving laser (even with
7-fs driving pulses, or 
100 mJ pulse ener-
gies) (20, 29, 30). We believe that the hollow-
waveguide geometry limits plasma-induced
laser beam defocusing, making it possible to
generate very high harmonics.

The different regimes of signal enhance-
ment observed in both Ne and Ar gas with

modulated waveguides are consistent with
high-order quasi–phase matching of HHG.
Using either the ADK or a fully quantum
tunneling model, we calculate the level of
ionization present for a given harmonic gen-
erated by our laser pulse. Knowing this value,
we then calculate the phase mismatch be-
tween the fundamental and the qth harmonic,
�k � kq – qkf , due to the waveguide, plasma,
and neutral atoms (13, 30)

�ktotal��kguide��kplasma��kneutrals (1)

or

�k �
qu 2

11�

4�a2 � P�Natmre(q�–�/q) –

2�(1–�)Pq

�
(�(�) – �(�/q)) (2)

where �, q, a, u11, �, P, Natm, re, and � are the
fundamental wavelength, harmonic order,
waveguide radius, first zero of the Bessel
function J0, ionization fraction, gas pressure
in atmospheres, number density at 1 atm,
classical electron radius, and index of refrac-
tion of the neutral gas at 1 atm, respectively.
Under the conditions of low pressure and
high ionization, the contribution of the neu-
tral gas to the phase mismatch can be neglect-
ed, and the dominant term in Eq. 2 is due to
the plasma. To a first approximation, �kplasma


 P�Natmreq� � q�p
2/2c�. From this ap-

proximation, we calculate �k 
 90,000 m�1

for the harmonics at the C edge in Ne, 183rd
order (284 eV) at 
60% ionization. For the
109th order in Ar (
170 eV) in fully ionized
Ar with some double ionization, we calculate
�k 
 80,000 m�1, whereas for the plateau
harmonics around harmonic order 71
(
110eV), �k 
 20,000 m�1.

This phase mismatch can be compensated
for by the modulated waveguide. In a simpli-
fied model of harmonic generation, the field
of harmonic order q after propagating a dis-
tance L in a nonlinear medium is related to
the phase mismatch,�k, by

Eq��
0

L

En
�(z)d(z)e–i�kzdz (3)

where E� is the fundamental field, n is the
effective order of the nonlinear process, d(z)
is the nonlinear coefficient, and �k is the
phase mismatch calculated above. In our
case, the nonlinear coefficient can be ex-
pressed as a general periodic function of z
with period � (31)

d(z)� �
m�–�

�

DmeiKmz (4)

where Km�2�m/�, � is the modulation pe-
riod of the quasi–phase matching (i.e., 0.25
mm), and m is the order of the QPM process.
Eqs. 3 and 4 show that the harmonic signal

will be enhanced when Km��k. The enhance-
ment in signal will be greatest for m � 1, but
QPM will still enhance the HHG signal for
higher values of m. For example, for a
waveguide with a 0.25-mm periodicity, K1 �
25,400 m�1. This value agrees well with the
phase mismatch calculated for the midplateau
harmonics in Ar (i.e., �k 
 20,000 m�1),
where we observe the greatest enhancement.
The calculated phase mismatch of �k 
 80,000
m�1 for the cutoff harmonics in Ar at 175 eV is
too great to be compensated in the case of m �
1; however, a higher order (m � 3) QPM
process can enhance the signal. Third-order
QPM corresponds to a case in which the HHG
signal will rise, fall, and then rise again during
the course of one half-period of the modulation.
Therefore, we still observe an enhanced signal
in the cutoff region in Ar. Finally, for the
harmonics in Ne near the C edge at 284 eV, the
large phase mismatch of 
90,000 m�1 can be
compensated for with third- or fifth-order (m �
3, 5) QPM. In the case of these cutoff harmon-
ics in Ne, the phase mismatch above 225 eV is
so great that they can only be observed with a
modulated waveguide and are not seen in a
straight waveguide.

The ionization level is changing as a func-
tion of time during the laser pulse. Thus, at
some point during the rising edge of the
pulse, the phase mismatch will equal the ef-
fective k-vector for QPM for a large range of
harmonic orders. This explains why many
harmonic orders are enhanced by QPM, even
though the periodicity and gas pressure are
fixed. For a given harmonic order, the en-
hancement may also be due to different QPM
orders at different times during the laser
pulse. A complete picture of the QPM pro-
cess should therefore take these dynamics
into account.

The flux at these high energies is yet to be
fully optimized. Currently, we can fabricate
waveguides only 2.5 cm long with 0.25 mm
periodicity. This means that we can access
only high-order (i.e., m � 3, 5) QPM for the
water-window region of the spectrum in a
limited interaction length. On the basis of
conservative estimates of detection efficien-
cy, filter transmission, and measurements of
grating efficiency, we determined a minimum
flux of between 106 and 108 photons s�1 in a
10% bandwidth at the C edge. This corre-
sponds to an estimated focusable intensity of
1011 to 1014 W cm�2, assuming a pulse
duration of 5 fs and a focused spot size of 20
nm with a 10% energy transmission optic, or
alternatively, a peak and average spectral
brilliance of 
1021 and 1010 photons s�1

mm�2 mrad�2 per 0.1% bandwidth, respec-
tively. This flux may be sufficient for biolog-
ical imaging applications, and a number of
improvements should further increase it.
Thus, there is a clear path to pursue for
implementation of a tabletop soft x-ray mi-

Fig. 3. Harmonic emission from a straight
(black) and 0.25-mm-period modulated (red)
waveguide filled with low-pressure Ar (7 torr),
at a peak laser intensity of 9 
 1014 W cm�2.
A Zr filter was used to reject the laser light in
this case. The emission extends from harmonic
order 89 (80 eV ) to 115 (180 eV ).
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croscope. Longer modulated waveguides
with shorter modulation periods should sig-
nificantly enhance the signal for several rea-
sons. First, m � 1 QPM should become
possible by using shorter periods. Second, the
2.5-cm modulated waveguide length corre-
sponds to only 0.3 absorption depths in Ne at
284 eV. Previous theoretical studies have
indicated that 5 to 10 absorption depths are
ideal for generating a maximum signal (32).
Furthermore, because the highest HHG pho-
ton energy scales linearly with laser intensity,
using very reasonable laser parameters (i.e.,
pulsewidth 
10 fs, intensities 
5 
 1015 W
cm�2) and waveguides with 0.1 mm period-
icity, we should be able to generate high-
order quasi–phase-matched light at photon
energies approaching 1 keV.
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Vibrational Mode–Specific
Reaction of Methane on a

Nickel Surface
Rainer D. Beck,* Plinio Maroni, Dimitrios C. Papageorgopoulos,

Tung T. Dang, Mathieu P. Schmid, Thomas R. Rizzo

The dissociation ofmethane on a nickel catalyst is a key step in steam reforming
of natural gas for hydrogen production. Despite substantial effort in both
experiment and theory, there is still no atomic-scale description of this im-
portant gas-surface reaction. We report quantum state–resolved studies, using
pulsed laser and molecular beam techniques, of vibrationally excited methane
reacting on the nickel (100) surface. For doubly deuterated methane (CD2H2),
we observed that the reaction probability with two quanta of excitation in one
C-H bond was greater (by as much as a factor of 5) than with one quantum in
each of two C-H bonds. These results clearly exclude the possibility of statistical
models correctly describing the mechanism of this process and attest to the
importance of full-dimensional calculations of the reaction dynamics.

The reaction of methane on a nickel catalyst to
form surface-bound methyl and hydrogen is the
rate-limiting step in steam reforming, which is
the principal process for industrial hydrogen
production as well as the starting point for the
large-scale synthesis of many important chem-
icals such as ammonia, methanol, and higher
hydrocarbons (1). Because of its importance,
the dissociation of methane on nickel has been
considered a prototype for chemical bond for-
mation between a polyatomic molecule and a
solid surface, with many experimental and the-

oretical studies directed at elucidating its mech-
anism (2–14). In view of the enormous eco-
nomic importance of this process (15), it would
be desirable to have a reliable theoretical de-
scription that could guide the development of
improved catalysts (2, 3). Despite intense effort,
there is still no atomic-scale picture of the dy-
namics of this important gas-surface reaction.

Molecular beam experiments (4–6) have
firmly established that methane chemisorp-
tion is a direct process that can be activated
with about equal efficiency by both incident
kinetic energy normal to the surface and ther-
mal vibrational energy of the incident meth-
ane. State-resolved reactivity measurements
that used laser excitation of the asymmetric
stretch fundamental vibration (�3) (7) and
first overtone (2�3) (8) of CH4 incident on

Ni(100) have confirmed the notion that vibra-
tional energy is similar to translational exci-
tation in its efficiency in promoting this re-
action. Theoretical treatments of methane
chemisorption have included wave packet
simulations with up to nine vibrational de-
grees of freedom (9), reduced-dimensionality
dynamical models with only a single C-H
stretch vibration (10–12), and a greatly sim-
plified statistical model (13). Despite having
diametrically opposed presuppositions, both
dynamical and statistical approaches claim to
reproduce existing experimental data (10,
16), although they make different predictions
about the role of methane vibrational excita-
tion in promoting the reaction. Some dynam-
ical calculations suggest that the reactivity of
vibrationally excited methane on nickel
should depend on the precise nature of the
vibrational mode (9, 17), whereas statistical
models predict the complete absence of such
effects (16). Although the reverse process—
the associative desorption of methane from
transition metal surfaces—seems to deviate
somewhat from a purely statistical model (18,
19), the experimental results reported thus far
do not exclude either approach, because there
is no reported evidence for mode specificity
in the surface reaction of methane.

In contrast, mode-specific reactivity of
methane in the gas phase has been observed.
Yoon et al. (20) have found that when meth-
ane is excited to the symmetric stretch-bend
combination �1 � �4, it is more reactive with
atomic chlorine (by a factor of 1.9) than when
it is promoted to the nearly isoenergetic an-
tisymmetric combination �3 � �4. In a simi-
lar study, Kim et al. (21) observed that the
product state distribution for the reaction of
CD2H2 with chlorine depends on the initially
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